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SUBJECT:  AUTOMATED DECISION TOOLS
KEY ISSUE:  SHOULD DEVELOPERS AND DEPLOYERS BE REQUIRED TO COMPLETE ANNUAL IMPACT ASSESSMENTS FOR AUTOMATED DECISION TOOLS, (ADTS) COMPLY WITH SPECIFIED NOTICE PROVISIONS UPON USING ADTS, AND BE PROHIBITED FROM USING OR PROVIDING ADTS THAT RESULT IN ALGORITHMIC DISCRIMINATION? 
SYNOPSIS
For years, automated decision tools (ADT) (also known as automated systems, or automated decision technology) have been integrated into our lives. Briefly defined, ADTs are technological tools that make individualized decisions based on a coding structure. While the code and development of the automated technology is manmade, the ultimate decision is theoretically void of any human input. Most of us take automated technology and its algorithms for granted, often never recognizing when they are impacting our day-to-day lives. While this ensures that we can move about our lives unimpeded, it also means that we are often unaware of the prevalence of this relatively new technology. Like most any new development, automated technology has both positive and negative ramifications. This bill proposes a number of requirements for deployers and developers, as defined, of ADTs; prohibits the use of ADTs that result in algorithmic discrimination, and of particular relevance to our Committee, implements an enforcement scheme to promote the bill’s underlying goals. The author proposes to amend the bill to authorize the Civil Rights Department (CRD) to develop rules and regulations to effectuate their administrative enforcement authorization. This amendment is incorporated into the SUMMARY and COMMENTS sections of this analysis. 
This bill is supported by SecureJustice. It is opposed by a coalition of business trade associations, including the California Chamber of Commerce. A broad coalition of organizations, including Tech Equity, Oakland Privacy, and SEIU California, takes a support if amended position. Internet.Works has submitted a position of oppose unless amended, and the Alliance for Digital Innovation and the California Radiological Society have submitted letters of concern. This bill was previously heard and approved by the Assembly Committee on Privacy and Consumer Protection by a vote of 8-3. 
SUMMARY:  Establishes a framework for the regulation of automated decision technology. Specifically, this bill:  
1) Defines the following for purposes of the bill: 
a) “Algorithmic discrimination” means the condition in which an automated decision tool contributes to unjustified differential treatment or impacts disfavoring people based on their actual or perceived race, color, ethnicity, sex, religion, age, national origin, limited English proficiency, disability, veteran status, genetic information, reproductive health, or any other classification protected by state law; 
b) “Artificial intelligence” means an engineered or machine-based system that varies in its level of autonomy and that can, for explicit or implicit objectives, infer from the input it receives how to generate outputs that can influence physical or virtual environments; 
c) “Automated decision tool” means a system or service that uses artificial intelligence and has been specifically developed to, or specifically modified to, make, or be a substantial factor in making, consequential decisions; 
d) “Consequential decision” means a decision or judgment that has a legal, material, or similarly significant effect on an individual’s life relating to access to government benefits or services, assignments of penalties by government, or the impact of, or the cost, terms, or availability of, any of the following: 
i) Employment with respect to all of the following: pay or promotion, hiring or termination, automated task allocation that limits, segregates, or classifies employees for the purpose of assigning or determining material terms or conditions of employment; 
ii) Education and vocational training as it relates to all of the following: assessment, detecting student cheating or plagiarism, accreditation, certification, admissions, financial aid or scholarships; 
iii) Housing or lodging, including rental or short-term housing or lodging;
iv) All of the following essential utilities: electricity, heat, water, internet or telecommunications access, transportation;
v) Family planning; 
vi) Adoption services, reproductive services, or assessments related to child protective services; 
vii) Health care or health insurance, including mental health care, dental, or vision; 
viii) Financial services, including a financial service provided by a mortgage company, mortgage broker, or creditor; 
ix) Aspects of the criminal justice system: risk assessments for pretrial hearings, sentencing, parole;
x) Legal services;
xi) Private arbitration;
xii) Mediation;
xiii) Voting.
e) “Deployer” means a person, partnership, state or local government agency, developer, or corporation that uses an automated decision tool to make a consequential decision; 
f) “Developer” means a person, partnership, state or local government agency, or corporation that designs, codes, or produces an automated decision tool, or substantially modifies an artificial intelligence system or service for the intended purpose of making, or being a substantial factor in making, consequential decisions, whether for its own use or for use by a third party;
g) “Impact assessment” means a documented risk-based evaluation of an automated decision tool that means criteria specified in 3); 
h) “Sex” includes pregnancy, childbirth, and related conditions, gender identity, intersex status, and sexual orientation;
i) “Significant update” means a new version, new release, or other update to an automated decision tool that materially changes its principal use, principal intended use, or outcome. 
2) Requires a deployer to perform an impact assessment on any automated decision tool before first using it and annually thereafter. 
a) Exempts from 2) a deployer that first used an automated decision tool before the effective date of the bill.
b) For a deployer who is exempt pursuant to a), instead requires them to perform an impact assessment of that automated decision tool before January 1, 2026, and annually thereafter. 
3) Requires a deployer to ensure that an impact assessment prepared pursuant to 2) include all of the following: 
a) A statement of the purpose of the automated decision tool and its intended benefits, uses, and deployment contexts;
b) A description of the automated decision tool’s outputs and how they are used to make, or be a substantial factor in making, a consequential decision; 
c) A summary of the categories of information collected from natural persons and processed by the automated decision tool when it is used to make, or be a substantial factor in making, a consequential decision, including, but not limited to, all of the following: 
i) Each category of personal information identified by reference to the applicable subparagraph enumerated under the specified subparagraph of the California Consumer Privacy Act; 
ii) Each category of sensitive personal information identified by reference to the applicable paragraph and subparagraph enumerated under the specified subparagraph California Consumer Privacy Act; 
iii) Each category of information related to a natural person’s receipt of sensitive services, as defined in the Confidentiality of Medical Information Act, identified by reference to the specific category of sensitive service enumerated in the definition; 
iv) A statement of the extent to which the deployer’s use of the automated decision tool is consistent with or varies from the statement required by 12); 
v) An analysis of potential adverse impacts on the basis of sex, race, color, ethnicity, religion, age, national origin, limited English proficiency, disability, veteran status, or genetic information from the deployer’s use of the automated decision tool;
vi) A description of the safeguards implemented, or that will be implemented, by the deployer to address any reasonably foreseeable risks of algorithmic discrimination arising from the use of the automated decision tool known to the deployer at the time of the impact assessment; 
vii) A description of how the automated decision tool will be used by a natural person, or monitored when it is used, to make, or be a substantial factor in making, a consequential decision; 
viii) A description of how the automated decision tool has been or will be evaluated for validity or relevance. 
4) Requires a developer, before making an ADT that it designs, codes, or produces available to potential deployers, to perform an impact assessment on the ADT and annually thereafter.
a) Exempts from 4) a developer that first made an ADT available to potential deployers before the effective date of the bill.
b) Requires a developer exempt pursuant to a), to instead perform an impact assessment on the ADT before January 1, 2026, and annually thereafter.
5) Requires a developer to ensure that an impact assessment prepared pursuant to 4) includes all of the following: 
a) A statement of the purpose of the automated decision tool and its intended benefits, uses, and deployment contexts;
b) A description of the ADT’s outputs and how they are used to make, or be a substantial factor in making, a consequential decision;
c) A summary of the categories of information collected from natural persons and processed by the ADT when it is used to make, or be a substantial factor in making, a consequential decision, including, but not limited to, all of the following:
i) Each category of personal information identified by reference to the applicable subparagraph enumerated under the specified subparagraph of the California Consumer Privacy Act; 
ii) Each category of sensitive personal information identified by reference to the applicable paragraph and subparagraph enumerated under the specified subparagraph California Consumer Privacy Act. 
iii) Each category of information related to a natural person’s receipt of sensitive services, as defined in the Confidentiality of Medical Information Act, identified by reference to the specific category of sensitive service enumerated in the definition. 
d) An analysis of a potential adverse impact on the basis of sex, race, color, ethnicity, religion, age, national origin, limited English proficiency, disability, veteran status, or genetic information from the deployer’s use of the ADT; 
e) A description of the measures taken by the developer to mitigate the risk known to the developer of algorithmic discrimination arising from the use of the ADT; 
f) A description of how the ADT can be used by a natural person, or monitored when it is used, to make, or be a substantial factor in making, a consequential decision. 
6) Requires a deployer or developer, in addition to the impact assessment required by 2) and 4), to perform, as soon as feasible, an impact assessment with respect to any significant update. 
7) Exempts from 2) – 6) deployers with fewer than 25 employees unless, as of the end of the prior calendar year, the deployer deployed an ADT that impacted more than 999 people per year. 
8) Requires a deployer, at or before the time an ADT is used to make a consequential decision, to notify any natural person that is the subject of the consequential decision that an ADT is being used. 
9) Requires a deployer to provide to a natural person notified pursuant to 8) all of the following: 
a) A statement of the purpose of the ADT;
b) Contact information for the deployer;
c) A plain language description of how the ADT that includes a description of any human components and how any automated component is used to inform a consequential decision; 
d) Information sufficient to enable the natural person to request to be subject to an alternative selection process or accommodation, as applicable, in lieu of the ADT, as provided in 10) – 11). 
10) Requires a deployer to, if a consequential decision is made solely based on the output of an ADT, and if technically feasible, accommodate a natural person’s request to not be subject to the ADT and to be subject to an alternative selection process or accommodation.
11) Authorizes a deployer, after a request pursuant to 10), to reasonably request, collect, and process information from a natural person for the purposes of identifying the person and the associated consequential decision. If the person does not provide that information, the deployer is not obligated to provide an alternative selection process or accommodation. 
12) Requires a developer to provide a deployer with a statement regarding the intended uses of the ADT and documentation regarding all of the following: 
a) The known limitations of the ADT, including any reasonably foreseeable risks of algorithmic discrimination arising from its intended use; 
b) A description of the type of data used to program or train the ADT;
c) A description of how the ADT was evaluated for validity and explainability before sale or licensing; 
d) A description of the deployers responsibilities pursuant to this bill. 
13) Exempts the disclosure of trade secrets, as defined by the referenced section of the Civil Code. 
14) Requires a deployer or developer to establish, document, implement, and maintain a governance program that contains reasonable administrative and technical safeguards to map, measure, manage, and govern the reasonably foreseeable risks of algorithmic discrimination associated with the use or intended use of an ADT. 
15) Requires the safeguards required by 14) to be appropriate to all of the following: 
a) The use or intended use of the ADT; 
b) The deployer’s or developer’s role as a deployer or developer;
c) The size, complexity, and resources of the deployer or developer;
d) The nature, context, and scope of the activities of the deployer or developer in connection with the ADT;
e) The technical feasibility and cost of available tools, assessments, and other means used by a deployer or developer to map, measure, manage, and govern the risks associated with an ADT. 
16) Requires the governance program required by 14) to be designed to do all of the following: 
a) Designate at least one employee to be responsible for overseeing and maintaining the governance program and compliance with this bill; 
i) Requires an employee designated pursuant to a) to have the authority to assert to the employee’s employer a good faith belief that the design, production, or use of an ADT fails to comply with the requirements of this bill; 
ii) Requires an employer of an employee designated pursuant to a) to conduct a prompt and complete assessment of any compliance issue raised by that employee. 
b) Identify and implement safeguards to address reasonably foreseeable risks of algorithmic discrimination resulting from the use or intended use of an ADT;
c) If established by a deployer, provide for the performance of impact assessments as required by 2) and 4); 
d) If established by a developer, provide for compliance with 8) and 12);
e) Conduct an annual and comprehensive review of policies, practices, and procedures to ensure compliance with this bill; 
f) Maintain for five years after completion the results of an impact assessment; 
g) Evaluate and make reasonable adjustments to administrative and technical safeguards in light of material changes in technology, the risks associated with the ADT, the state of technical standards, and changes in business arrangements or operations of the deployer or developer. 
17) Exempts from the requirements of 14) – 16) a deployer with fewer than 25 employees unless, as of the end of the prior calendar year, the deployer deployed an ADT that impacted more than 999 people per year. 
18) Requires a deployer or developer to make publicly available, in a readily accessible manner, a clear policy that provides a summary of both of the following: 
a) The types of ADT currently in use or made available to others by the deployer or developer;
b) How the deployer or developer manages the reasonably foreseeable risks of algorithmic discrimination that may arise from the use of the ADT it currently uses or makes available to others. 
19) Prohibits a deployer from using an ADT that results in algorithmic discrimination. 
20) Prohibits a developer from making available to potential deployers an ADT that results in algorithmic discrimination. 
21) Authorizes the Civil Rights Department (CRD) to investigate a report of algorithmic discrimination or any other violation of the requirements imposed by this bill. 
22) Upon the request of the CRD, requires a deployer or developer to, within seven days of the request, provide any impact assessment that it performed to the CRD. 
23) Establishes that disclosure of an impact assessment pursuant to 22) does not constitute a waiver of any attorney-client privilege or work-product protection that might otherwise exist with respect to the impact assessment and any information contained in the impact assessment. 
24) Exempts a trade secret, as defined, contained in an impact assessment disclosed to the CRD pursuant to 22) from the California Public Records Act (CPRA). 
25) Requires the CRD or a public prosecutor with which an impact assessment was shared pursuant to 28), when complying with a request pursuant to the CPRA, to redact any trade secret from the impact assessment. 
26) Makes a deployer or developer who violates 22) liable for an administrative fine of not more than $10,000 per violation in an administrative enforcement action brought by the CRD. 
27) Makes each day on which an ADT is used for which an impact assessment has not been submitted pursuant to 22) a distinct violation.
28) Authorizes the CRD to provide an impact assessment it receives to a public prosecutor listed in 30) to assist that public entity in initiating or litigating a civil action under that section.  
29) Authorizes the CRD to develop rules or regulations necessary to effectuate the intent of 21) – 28). 
30) Authorizes any of the follow public entities to bring a civil action against a deployer or developer for a violation of this bill: 
a) The Attorney General in the name of the people of the State of California;
b) A district attorney, county counsel, or city attorney for the jurisdiction in which the violation occurred; 
c) A city prosecutor in any city having a full-time prosecutor, with the consent of the district attorney;
d) The Civil Rights Department.
31) Authorizes a court to award all of the following in an action brought pursuant to 30);
a) Injunctive relief;
b) Declaratory relief;
c) Reasonable attorney’s fees and litigation costs; 
d) Only in an action for a violation involving algorithmic discrimination, a civil penalty of $25,000 per violation. 
32) Requires a public attorney or the Civil Rights Department, before commencing an action for injunctive relief, to provide 45 days’ written notice to a deployer or developer of the alleged violations. 
33) Permits the developer or deployer to cure, within 45 days of receiving the written notice described in 32), the noticed violation and provide the person who gave the notice an express written statement, made under penalty of perjury, that the violation has been cured. If the developer or deployer cures the noticed violation and provides the express written statement, a claim for injunctive relief shall not be maintained for the noticed violation. 
34) Makes it unlawful for a deployer or developer to retaliate against a natural person for that person’s exercise of rights provided for under this chapter. 
35) Exempts cybersecurity-related technology from the bill’s provisions. 
36) Establishes that the rights, remedies, and penalties established by this bill are cumulative and cannot be construed to supersede the rights, remedies, or penalties established under other laws including, but not limited to the Fair Employment and Housing Act (FEHA) and the Unruh Civil Rights Act. 
EXISTING LAW:  
1. Establishes the Civil Rights Department, and sets forth its statutory functions, duties, and powers. (Government Code Section 12930.)
1. Enacts the Fair Employment and Housing Act. (Government Code Sections 12900 et seq.)
1. Enacts the Unruh Civil Rights Act. (Civil Code Section 51.)
1. Defines “trade secret” under the Uniform Trade Secrets Act as information, including a formula, pattern, compilation, program, device, method, technique, or process, that both:
3. Derives independent economic value, actual or potential, from not being generally known to the public or to other persons who can obtain economic value from its disclosure or use; and
3. Is the subject of efforts that are reasonable under the circumstances to maintain its secrecy. (Civil Code Section 3426.1 (d).)
1. Enacts the California Consumer Privacy Act. (Civil Code Section 1798.100 et seq.)
FISCAL EFFECT:  As currently in print this bill is keyed fiscal.
COMMENTS:  For years, automated decision tools (ADT) (also known as automated systems, or automated decision technology) have been integrated into our lives. Briefly defined, ADT are technological tools that make individualized decisions based on a coding structure. While the code and development of the automated technology is manmade, the ultimate decision is theoretically void of any human input. Most of us take automated technology and its algorithms for granted, often never recognizing when they are impacting our day-to-day lives. While this ensures that we can move about our lives unimpeded, it also means that we are often unaware of the prevalence of this relatively new technology. Like most any new development, automated technology has both positive and negative ramifications. 
We are now faced with the question of how to apply existing federal and state legal protections to the world of ADT. In theory, ADT is a technology immune from the misperceptions and human prejudices. Unfortunately, due to its development by humans, ADT is often imbued with inherent bias. These biases include preconceptions based on race, gender, sex, geographic origin, and any other number of characteristics that humans themselves have developed over generations. According to the author: 
AB 2930 protects individuals from algorithmic discrimination by requiring developers and users to assess automated decision tools (ADTs) that make consequential decisions and mitigate any discovered biases. The use of ADT’s have become very prominent within different sectors such as housing, employment, and even in criminal justice sentencing and probation decisions.  The algorithms used within ADTs can be prone to unrepresentative datasets, faulty classifications, and flawed design, which can lead to biased, discriminatory, or unfair outcomes. These tools can exacerbate the harms they are intended to address and ultimately hurt the people they are supposed to help. As the use of decision making via algorithm becomes more prevalent in our daily lives, it is crucial that we take the necessary steps to ensure that they are used ethically and responsibly.
This bill takes inspiration from the 2023 White House’s AI Bill of Rights to ensure ADT is developed and deployed in a responsible manner. In October 2022, the White House released a white paper detailing policy proposals on how to ensure that artificial intelligence (AI), including ADT, works best for everyone. Titled The Blueprint for an AI Bill of Rights, the paper identifies five main discussion points: safe and effective systems; algorithmic discrimination protections; data privacy; notice and explanation; and human alternatives, consideration, and feedback. (The Blueprint for an AI Bill of Rights, The White House (October 2022) available at https://www.whitehouse.gov/ostp/ai-bill-of-rights/.) Recognizing the breadth of potential technology that may be captured in the discussion of the AI Bill of Rights, the white paper applies a two-part test to narrow its scope to: 1) automated systems; that 2) have the potential to meaningfully impact the American public’s rights, opportunities, or access to critical resources or services. (Id. at p. 8.) The paper further identifies rights, opportunities, or access to mean 1) civil rights, civil liberties, and privacy; 2) equal opportunities; and 3) access to critical resources or services. (Ibid.) The White House’s AI Bill of Rights also includes definitions for numerous phrases and concepts implicated by the paper, including algorithmic discrimination and automated system. (Id. at p.10.) The AI Bill of Rights then goes on to lay out expectations for each of the five principles, and what should be expected by the public with regard to each principle. For example, in its discussion of automated systems, the paper posits that “[t]he public should be consulted in the design, implementation, deployment, acquisition and maintenance phases of automated system development,” and that: 
[B]efore deployment, and in a proactive and ongoing manner, potential risks of the automated system should be identified and mitigated. Identified risks should focus on the potential for meaningful impact on people’s rights, opportunities, or access and include those to impacted communities that may not be direct users of the automated system, risks resulting from purposeful misuse of the system, and other concerns identified via the consultation process. (Id. at p.18.) 
The paper also suggests that:
[A]utomated systems should have ongoing monitoring procedures, including recalibration procedures, in place to ensure that their performance does not fall below an acceptable level over time, based on changing real-world conditions or deployment contexts […] and should include continuous evaluation of performance metrics and harm assessments, updates of any system, and retraining of any machine learning models as necessary[.] (Id. at p.19) 
Jumping to the AI Bill of Rights’ section on “Notice and Explanation,” the paper states: “You should know that an automated system is being used, and understand how and why it contributes to outcomes that impact you.” (Id. at p. 40.)
It appears that this bill is largely modeled on the White House’s AI Bill of Rights, as evidenced by the various reporting and notice requirements included in its language, discussed in further detail below. 
This bill proposes a new framework to regulate the development and deployment of ADTs. The bill would impose numerous requirements on both developers (those who build ADT) and deployers (those who implement ADT) of ADT. This bill is substantially similar to AB 331 (Bauer-Kahan, 2023), with a number of key differences. 
Definitions. The bill provides key definitions that establish the foundation of the bill; two of which are discussed in detail below.  
First, the bill defines “algorithmic discrimination” as “the condition in which an [ADT] contributes to unjustified differential treatment or impacts disfavoring people based on their actual or perceived race, color, ethnicity, sex, religion, age, national origin, limited English proficiency, disability, veteran status, genetic information, reproductive health, or any other classification protected by state law.” A number of organizations opposed to the measure, including the California Chamber of Commerce, identify this definition as a source of concern. They argue that “algorithmic discrimination, or discrimination that results from AI, is already addressed by our anti-discrimination laws which are rights based and not technology specific,” and point to the Fair Employment and Housing Act (FEHA) or the Unruh Civil Rights Act as examples. 
California’s Unruh Civil Rights Act and FEHA prohibit discrimination on the basis of enumerated “protected characteristics.” While the lists of protected characteristics are not identical, they are quite similar. They both include, among other things, “sex, race, color, religion, ancestry, national origin, disability, medical condition, genetic information, marital status, sexual orientation, citizenship, primary language, or immigration status.” (See e.g. Civil Code Section 51.) Provisions of the Government Code, which includes FEHA, provide a similar list of protected characteristics in different sections prohibiting discrimination in employment, housing, and participation in state-funded programs. (See Government Code Sections 11135, 12940, and 12955.) However, FEHA and the Unruh Act are by no means the only provisions of existing law that prohibit discrimination on the basis of enumerated characteristics. For example, provisions of the Education Code prohibit discrimination in any program or activity conducted by an educational institution that receives, or benefits from, state financial assistance, or enrolls pupils who receive state student financial aid. (See especially Education Code Section 200 et seq.) 
Simply tying the definition of “algorithmic discrimination” to either FEHA or Unruh, while arguably straightforward, may pose difficulties considering the scope of this bill. While FEHA and Unruh target discrimination in some settings (employment, housing, and discrimination by private businesses), this bill targets discrimination in the same categories, as well as an extensive list of services and industries such as education, utilities, family planning, adoption services, health care or health insurance, financial services, criminal justice, legal services, and voting. Some of these categories are likely covered by the Unruh Act, such as health insurance and financial services. However others, such as education, utilities, or health care, may not be. 
Nonetheless, the opponents point is worth considering. Ultimately, the bill appears to prohibit discrimination that happens to have occurred as the result of use of an ADT. Arguably, discrimination in all the industries listed in the bill are covered, in one way or another, by our state’s extensive anti-discrimination statutes. 
It should be noted that the most recent set of amendments also includes a provision clarifying that the rights proffered by the bill are in addition to, rather than supplanting, existing legal protections against discrimination. The language at proposed Section 22756.11 specifically identifies that the bill’s protections are cumulative of the rights established by both FEHA and the Unruh Civil Rights Act. 
Second, the bill defines “automated decision tool” (ADT) to mean “a system or service that uses artificial intelligence (AI) and has been specifically developed to, or specifically modified to, make, or be a substantial factor in making, consequential decisions.” In essence, an ADT is 1) a system or service; that 2) uses AI; and 3) has been specifically developed or modified; to 4) make or be a substantial factor in making a consequential decision. The most recent amendments to the bill changed a portion of this definition to require the ADT to be a “substantial factor,” rather than “controlling factor,” in making the resulting decision. (This is also a change from last year’s AB 331, which also used the term “controlling factor.”)
ADT’s role in decision making: “controlling” versus “substantial” factor.  Letters submitted prior to this amendment expressed concern that the term “controlling factor” was both too expansive and not expansive enough. For example, the Chamber of Commerce and their coalition argued, “it captures even those systems where human judgment and supervision is involved and are ultimately the controlling factors in making the decision – not the ADT itself.” On the other hand, a coalition of organizations in a support if amended position, including Equal Rights Advocates and the Service Employees International Union (SEIU), requested a change to “controlling factor” to “prevent deployers from avoiding compliance with the bill simply by having a human rubber stamp algorithmic recommendations.” Neither of these positions have been updated since the bill was amended in the Assembly Privacy and Consumer Protection Cmte. 
The “substantial factor” test is used in tort law to establish whether certain conduct was the proximate cause of the alleged injury. It can be implemented instead of the “but-for” test and allows greater opportunity to argue that an alleged injury was actually caused by a different, more influential factor. Proximate cause and substantial factor determinations present similar analyses to the question posed by the bill of whether an incident of discrimination was the result of an ADT or independent human activity. 
Arguably, “substantial factor” is a less exacting standard than “controlling factor” and would alleviate the concern identified by the coalition in the support if amended position. In the event a human is simply accepting the results provided by an ADT without exerting any additional influence themselves, it would be difficult to discern how the ADT would not have been a “substantial factor” in any resulting discrimination. To the extent the author wishes to clarify any remaining ambiguity on the question of what constitutes a “substantial factor,” the analysis provided for this bill from the prior Committee captures the issue quite eloquently: 
A number of stakeholders have expressed concerns that “controlling” sets too high of a bar, excluding circumstances in which an ADT may have influenced but not decided the outcome. On the other hand, the author does not want to capture circumstances in which an algorithm plays a minor role that is incapable of altering the outcome of the decision[.] 
It seems that a potential definition for the term “substantial factor” could be developed from this language to mean instances when the algorithm is capable of altering the outcome of the decision. 
Obligations of developers and deployers under the bill. The thrust of this bill focuses on imposing numerous obligations on developers and deployers of ADT. Developers refer to entities that build and provide ADTs, and deployers refer to entities that use ADTs. It’s important to note that a developer could also be a deployer of an ADT.
The bill sets requirements for both deployers and developers of ADT to perform impact assessments, meaning a documented risk-based evaluation, of an ADT that meets specified criteria, at certain intervals. Proposed Section 22756.1 requires deployers to perform an impact assessment on an ADT prior to its first use and annually thereafter. For deployers that have already used an ADT before the effective date of the bill, the requirement is slightly modified to perform an impact assessment by January 1, 2026 and then for each subsequent year. The bill imposes similarly timed requirements for developers, except that the impact assessment must be performed before making the ADT available to potential deployers, as well as for each significant update. Each impact assessment is required to include specified information including the ADT’s intended benefits, uses, and deployment contexts, and an analysis of potential adverse impacts on the basis of specified protected characteristics. 
AB 331 also required deployers and developers to complete annual impact assessments; but it required them to be submitted annually to the Civil Rights Department (CRD). This bill takes a different approach. Deployers and developers are not required to submit their annual impact assessments to CRD. Instead the department is authorized to request an annual impact assessment should a complaint be filed against the business. (This authorization is discussed in further detail in the enforcement portion of this analysis, below.) 
Under the bill, deployers have an additional notice requirement that is not imposed on developers. At or before the time the ADT is used to make a consequential decision, a deployer is required to notify a person that the ADT is being used. The notice itself has various requirements including a statement of the purpose of the ADT and enough information to allow the person to request to opt-out of interacting with the ADT. Relating to this second element, deployers are also required to provide an opportunity for a person subject to an ADT to opt-out, if a consequential decision is being made solely based on the output of the ADT and if technically feasible. 
Finally, both deployers and developers are required to establish a governance program structured to manage reasonably foreseeable risks related to algorithmic discrimination resulting from a use or intended use of an ADT. 
Prohibition against the use and distribution of ADTs that result in algorithmic discrimination. Prior to April 22nd, the bill only prohibited an employer from using an ADT that resulted in discrimination. The most recent set of amendments, however, added a new subdivision prohibiting developers from making available to potential deployers an ADT that results in algorithmic discrimination. (Proposed Section 22756.6 (b).) This amendment seems to reinforce the underlying intent of the bill – namely to ensure, to the greatest extent possible, that ADTs that engage in algorithmic discrimination are not utilized. This amendment is also a significant change from last year’s AB 331, which only prohibited deployers from using ADTs that result in algorithmic discrimination. 
Enforcement provisions. This bill proposes a relatively limited enforcement mechanism to ensure compliance, despite the bill’s vast scope. First, while last year’s version included a private right of action against deployers for use of an ADT that results in algorithmic discrimination, this bill does not. Instead, enforcement is entrusted to the CRD and public prosecutors. 
The bill authorizes the CRD to investigate a report of algorithmic discrimination or any other violation of the bill’s requirements. As part of their investigative authority, the CRD can request a deployer or developer’s impact assessment. Failure to provide the assessment exposes the deployer or developer to an administrative fine of $10,000 per violation in an administrative action brought by the CRD. Notably, the CRD does not have an administrative enforcement branch. Instead, the CRD carries out its current enforcement obligations through investigation, settlement negotiations, and civil litigation. Therefore, while theoretically helpful to ensure the efficacy of the bill, authorizing the CRD to initiate an administrative action does not necessarily carry significant weight. In order to address this concern the author proposes to authorize the CRD to adopt rules and regulations as necessary. Theoretically, the CRD would be able to go through their rule-making procedures to begin the process of building out their administrative enforcement capacity. 
The author’s amendment to authorize the CRD to adopt rules and regulations is as follows: 
Section 22756.7 (a) The Civil Rights Department may investigate a report of algorithmic discrimination or any other violation of this chapter. 
[…] 
(d) The Civil Rights Department may adopt rules and regulations as necessary to effectuate the intent of this section. 
Civil actions brought by CRD and public prosecutors. The bill also empowers public prosecutors as well as the CRD to initiate a civil claim against a deployer or developer for any violation of the bill’s requirements and authorizes a court to award injunctive relief, declaratory relief, reasonable attorney’s fees and costs, and, only in an action involving algorithmic discrimination, a civil penalty of $25,000 per violation. Claims only alleging a deployer or developer’s failure to complete an impact assessment, for example, would not give rise to a civil penalty. 
Additionally, in claims for injunctive relief, deployers and developers are entitled to a 45-day notice and cure period. Prior to initiating the civil claim, the public prosecutor or the CRD is required to provide the developer or deployer 45 days’ notice of the alleged violation. The deployer or developer could then cure the noticed violation and provide an express written statement, made under penalty of perjury, that the violation has been cured. 
Opponents argue that the bill “raises significant concerns around allowing enforcement by multiple entities and imposing punitive fines, with little to no opportunity to cure.” They specify with regard to authorization of numerous public prosecutors and, presumably, the CRD “civil enforcement should be limited to the Attorney General, particularly given the subjectivity and vagueness involved in many aspects of this bill. Otherwise, businesses can fall subject to different interpretations of the law and be found noncompliant for the same actions in one jurisdiction that would be compliant in another jurisdiction.” 
It appears that the concern is that businesses will be subjected to a litany of litigation from all of the public prosecutors, on top of the CRD’s administrative enforcement and new litigation authority. However, the concern fails to consider that any litigation initiated by any of the authorized prosecutors would likely rely on an analysis of the impact assessments and subsequent investigation conducted by the CRD. Presumably, the CRD would track and manage requests for impact assessments and potential litigation coming from public prosecutors. It is unlikely that the enforcement provisions will present public prosecutors with an opportunity to use their already limited resources to file meritless litigation. 
Fines. The opposition also cites a concern over “the punitive nature of the fines,” pointing to the potential for a $10,000 fine for a violation through an administrative action by the CRD and the $25,000 violation in a civil action for a claim of algorithmic discrimination. As noted previously, the CRD does not currently have administrative enforcement capacity and would need to build up any such department. Thus, even assuming the opposition’s contention that the fine is excessive as compared to the California Consumer Privacy Act’s fines of $2,500 per violation, it is unlikely any deployer or developer will be faced with paying an administrative penalty in the near future. Moreover, it seems relatively simple to avoid the administrative fine, even assuming the CRD’s administrative enforcement capacity, by simply providing the impact assessment upon request. Second, it is important to note that the $25,000 civil penalty is only available for claims alleging algorithmic discrimination. Thus, the vast majority of potential violations under this bill would not give rise to a $25,000 civil penalty. Instead they would only be subject to claims for injunctive or declaratory relief, and reasonable attorney’s fees and costs. 
Notwithstanding any consideration of the likelihood of the available penalties review of the proposed penalties would likely survive scrutiny under the Eighth Amendment’s prohibition on unreasonable fines. The prohibition against unreasonable fines has been applied to government imposed penalties for over two decades. (Hudson v. United States (1997) 522 U.S. 93.) To determine if either penalty is reasonable, or unlawfully excessive, the case law in this area generally requires a court to look at the proportionality of the penalty amount in comparison to the underlying violation. (United States v. Bajakajian (1998) 524 U.S. 321.) Instances of algorithmic discrimination in the number of industries identified by this bill could severely impact the individual bringing the claim. For example, an ADT developed to review applications for rental units that engages in algorithmic discrimination could result in individuals being unable to obtain safe housing. An ADT developed to identify health risks that engages in algorithmic discrimination could result in alerting a patient to a condition that does not exist or, even more dangerously, could fail to suggest the proper course of treatment. Thus, it could be reasonably argued that even the heftier fine of $25,000 is not disproportionate to a substantiated claim of algorithmic discrimination. 
Right to Cure. Finally, the opposition makes clear their appreciation for the bill’s right to cure, but posits that the cure provision “is inadequate and illusory.” They argue that the bill “requires [the developer or deployer] to not only cure the noticed violation, but also provide the person giving the notice an express written statement that the violation has been cured and that no further violations shall occur. Due to the complexity and evolving nature of this technology, as well as the bill’s breadth and vagueness issues, it is unrealistic for [a] company to be asked to sign such a statement.” 
Proposed Section 22756.8 (b)(2)(A) provides a developer or deployer a right to cure within 45 days of receiving written notice, and requires only a statement, made under penalty of perjury, that the violation has been cured. The subparagraph includes no reference to an assurance that no further violations will occur. This requirement was present in last year’s AB 331, however, the current measure does not require such an attestation from a developer or deployer. Under this bill’s language, it seems clear that a developer or deployer faced with a notice of pending litigation could simply cease using an ADT or pull the product from the market, at which point the prosecutor would no longer be authorized to seek injunctive relief. In sum, despite concerns to the contrary, it appears that the enforcement provisions in this bill are relatively narrow and likely to give rise to potential liability only in the most egregious circumstances.
Additional author’s amendments. The author also proposes various technical amendments to correct cross-references and update references to reflect the CRD’s authorization to initiate civil litigation. They are as follows: 
Section 22756.8 
(b)(1) A public attorney or the Civil Rights Department, before commencing an action pursuant to this section for injunctive relief, shall provide 45 days’ written notice to a deployer or developer of the alleged violations of this chapter. 
[…]
(b)(3)(B) In complying with a request pursuant to the California Public Records Act (Division 10 (commencing with Section 7920.000) of Title 1 of the Government Code), the Civil Rights Department, or an entity a public prosecutor with which whom an impact assessment was shared pursuant to subdivision (d), (c), shall redact any trade secret, as defined in Section 3426.1 of the Civil Code, from the impact assessment.
ARGUMENTS IN SUPPORT:  This bill is supported by Secure Justice. They submit: 
Secure Justice is a non-profit organization located in the San Francisco Bay Area, California, that advocates against state abuse of power, and for reduction in government and corporate overreach.
We target change in government policy and contracting, and corporate complicity with government policies and practices that are inconsistent with democratic values and principles of human rights.
We believe AB 2930 is a critical need in this fast-emerging world of AI decision making. Sufficient research exists to demonstrate that many individuals are being actively harmed today as AI proceeds without sufficient oversight, transparency into the decision making, and lack of accountability when discriminatory decisions occur. AB 2930 addresses each of these concerns.
For these reasons, AB 2930 would further Secure Justice’s goals of guarding against erosion of our civil liberties and right to privacy. We are proud to support AB 2930 and encourage your “aye” vote when it is heard in your committee.
A coalition of workers rights advocates, labor unions, and social justice organizations have submitted a position of support if amended. They write the following: 
California has the opportunity to lead the nation with innovative policy that places common-sense guardrails on the development and use of AI and automated decision-making tools. Legislating on emerging technology requires thoughtful and deliberative work, and engagement with all the stakeholders who will be impacted. We commend you for taking on this challenge.
We would like to work with you to ensure this bill provides needed protections for the people of California. In its current form, however, we are concerned that it would not provide necessary transparency measures, that some of the definitions would allow companies to side-step the critical accountability mechanisms this bill creates, and that consumers and job candidates would not receive sufficient notice or explanation of consequential decisions made with the help of automated decision tools, among other concerns. Furthermore, when the bill was reintroduced in 2024 as AB 2930, enforcement provisions were weakened and overbroad protections for “trade secrets” were added.
The most important changes we think should be made include:
1. Revising the bill’s definitions (and its “controlling factor” requirement, in particular) to prevent deployers from avoiding compliance with the bill simply by having a human rubber stamp algorithmic recommendations;
2. Excluding worker management and other issues related to ongoing employment because of the diverse sets of laws that apply, the unique power dynamics, and the wide range of harms that go beyond discrimination that can occur when AI is deployed in the workplace;
3. Strengthening the notice and explanation provisions so that workers and consumers have a meaningful understanding of how and why they are assessed by AI systems;
4. Strengthening the impact assessment provisions by requiring unbiased, independent auditors and that all forms discrimination must be assessed and mitigated;
5. Ensuring the bill has adequate enforcement remedies and does not undermine existing laws.
ARGUMENTS IN OPPOSITION:  This bill is opposed by a coalition of business advocates including the California Chamber of Commerce, TechNet, and the California Retailers Association. It is also independently opposed by the Electronic Frontier Foundation (EFF). EFF submits: 
One concern lies in the key definition of "automated decision tool," on which most of the bill’s force turns. But the bill defines an automated decision tool narrowly as one that “has been specifically developed and marketed to, or specifically modified to, make, or be a controlling factor in making, consequential decisions.” Leaving aside our distaste for the “controlling factor” rubric, this language may enable entities to evade regulation entirely.
Nothing in the bill indicates how one would verify a deployer or developer's assertion about whether they use or designed a system to be a "controlling factor" in such decisions—or that anyone would. Indeed, current text requires that they “specifically” do so, and unclearly also seems to require specific market[ing]” about being a “controlling factor.” Essentially, this allows entities to self-certify their way out of regulation, and leaves those affected by these decisions with no recourse to challenge outputs or even know that they are subject to such a tool. This loophole should be closed.
Second, A.B. 2930, in covering private and government entities and several areas of consequential decisions, seeks to offer a one-size-fits all solution to an issue that is too complex for a single set of standards. While there may be general common principles for evaluating automated decisionmaking tools, implementing such standards depends heavily on context.
Specifically, we have concerns that A.B. 2930 conflicts or unclearly interacts with established California law. For example, the bill defines "algorithmic discrimination" using the undefined phrase, "unjustified differential treatment of impacts disfavoring people based on" a variety of protected characteristics. The long-standing Unruh Act more broadly asserts that "All persons within the jurisdiction of this state are free and equal, and [...]are entitled to the full and equal accommodations, advantages, facilities, privileges, or services in all business establishments of every kind  whatsoever." Existing law also lays out specific circumstances that are or are not considered discrimination in relation to housing, senior services, services for disabled people, and more. Adopting this new definition of discrimination without acknowledging or addressing existing antidiscrimination laws could weaken current protections against discrimination if a company or the government uses an algorithm—and will invite expensive litigation.
Decisions made by an algorithm or automated decisionmaking tool deserve no unique treatment in terms of discrimination, nor do we believe that is the intent of the bill. However, if the bill does not reckon with these interactions, it will be left for courts to wrestle for years to come. To offer another example, we would like clarity on how A.B. 2390 interacts with Labor Code § 2100 (warehouse distribution centers). Because A.B. 2930 covers "automated task allocation" but does not contain the specific guardrails around the use of "employee work speed data" specified there, it also leaves compliance as an open question.
Such confusion does not benefit workers, consumers, or the state of California. A.B. 2930 has the opportunity to set a strong path not only for this state, but for others across the country. It should be crafted very carefully.
We encourage the author to continue to engage and expand discussions on the effects of this bill, especially with those most directly affected by automated decisionmaking such as civil rights lawyers, workers, specialized advocates who work in the named areas specified in the bill, and consumers. We also encourage considering bills with a smaller scope to allow for deep investigation into possible interactions. Policy will be stronger, better, and more effective with more feedback and time.
Internet.Works has assumed a position of oppose unless amended and submits:
We are concerned that such a heavy-handed early intervention would have a chilling effect on the use of algorithms in decision-making and the competition for underling research and development. While there have been ugly examples of this technology contributing to bias and discrimination, there are many more examples of it being used to promote fairness and equity, taking out many of the subjective factors that contribute to systemic inequities. For smaller industry players represented by this coalition, such onerous impact assessment and consumer notice requirements that are burdensome and anticompetitive. Most importantly, we emphasize the need to consider a risk-based assessment of functions and decision types. While the bill attempts to do this with the enumerated list of “consequential decisions,'' it needs additional layers of specificity. Not addressing this nearly unlimited regulatory burden would put less resourced platforms at a severe competitive disadvantage as the utilization of ADT technology would come with a heavy up front cost, regardless of intended or actual use.
To accomplish this we suggest the following minor amendments to the operative definitions in the beginning of the bill:
(a) “Algorithmic discrimination” means the condition in which an automated decision tool creates a legally prohibited contributes to unjustified differential treatment or impacts disfavoring people based on their actual or perceived race, color, ethnicity, sex, religion, age, national origin, limited English proficiency, disability, veteran status, genetic information, reproductive health, or any other classification protected by state law.
(b) “Artificial intelligence” means a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing a real or virtual environment.
(c) “Automated decision tool” means a system or service that uses artificial intelligence and has been specifically developed and marketed to, or specifically modified to, make, or be a controlling factor in making, consequential decisions.
(d) “Controlling Factor” means a factor that is weighted more than all other factors combined.
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