AB 3211
 Page  1
[bookmark: _GoBack]Date of Hearing:  April 23, 2024
ASSEMBLY COMMITTEE ON JUDICIARY
Ash Kalra, Chair
ABPCA Bill Id:AB 3211 
Author:(Wicks) – As Amended Ver:April 18, 2024
SUBJECT:  CALIFORNIA PROVENANCE, AUTHENTICITY AND WATERMARKING STANDARDS
KEY ISSUES:
1) SHOULD CONTENT PRODUCED UTILIZING ARTIFICIAL INTELLIGENCE BE REQUIRED TO UTILIZE A WATERMARK DEMONSTRATING ITS ARTIFICIAL ORIGINS AND LACK OF VERACITY? 
2) SHOULD ONLINE PLATFORM COMPANIES THAT VIOLATE THIS BILL BE SUBJECT TO ADMINISTRATIVE PENALTIES OF $1 MILLION OR 5 PERCENT OF THEIR ANNUAL SALES?
SYNOPSIS
Artificial intelligence technology presents a myriad of opportunities to better humanity. From predictive analytics in healthcare settings, to making workplaces more efficient, to making travel safer for all Americans, the benefits of artificial intelligence seem endless. However, there is a dark side to these technological advancements. Artificial intelligence can now produce lifelike fake images, video, and audio. Furthermore, predictive artificial intelligence technology can be utilized to scam unsuspecting consumers by learning their habits and then nefariously being used by criminals. While any person who has recently utilized a corporation’s artificial intelligence-based customer service portal may question the efficacy of this technology, the proponents of this measure highlight that increasingly sophisticated artificial intelligence is quickly proliferating in everyday life. Without significant safeguards, it will pose meaningful threats to society.
Seeking to combat the risks associated with artificial intelligence, this bill requires all content generated by artificial intelligence to be labeled as fake; camera manufacturers to offer the ability to imbed watermarks into images indicating their authenticity; and require online media platforms to label content posted on their platforms as authentic or fake. This measure would impose significant administrative penalties on entities that violate these requirements.
This measure is sponsored by the California Initiative for Technology & Democracy and is supported by labor organizations, legal aid organizations, and election reform advocates. The proponents of this measure highlight the growing threat of the unchecked deployment of artificial intelligence technology. They note that this bill will empower online media consumers to delineate between facts and falsehoods. The measure is strongly opposed by technology companies who contend that artificial intelligence is not inherently bad and that the requirements of this measure are unreasonably burdensome and impossible to comply with in a real world setting. This measure was previously heard and approved by the Committee on Privacy and Consumer Protection by a vote of 10-0.
SUMMARY: Regulates the use of generative artificial intelligence technology by requiring watermark and content provenance requirements on artificial intelligence system providers, camera technology manufacturers, and online platform companies. Specifically, this bill:
1) Requires a generative artificial intelligence provider to do all of the following:
a) Place imperceptible and maximally indelible watermarks containing provenance data into synthetic content produced or significantly modified by a generative artificial intelligence system that the provider makes available;
b) Develop downloadable watermark decoders that allow a user to determine whether a piece of content was created with the provider’s system, and make those tools available to the public; and
c) Conduct artificial intelligence red-teaming exercises involving third-party experts to test whether watermarks can be easily removed from synthetic content produced by the provider’s generative artificial intelligence systems, as well as whether the provider’s generative artificial intelligence systems can be used to falsely add watermarks to otherwise authentic content. 
2) Requires that if a sample of synthetic content is too small to contain the required provenance data as required by 1), the provider must, at minimum, attempt to embed watermarking information that identifies the content as synthetic and provide the following provenance information:
a) The name of the generative artificial intelligence provider;
b) The name and version number of the artificial intelligence system that generated the content;
c) The time and date of the creation of the content; and
d) If applicable, the specific portions of the content that are synthetic.
3) Requires a watermark decoder developed pursuant to 1) to comply with the following:
a) Be easy to use by individuals seeking to quickly assess the provenance of a single piece of content; and
b) Adhere, to the greatest extent possible, to relevant national or international standards.
4) Requires an entity conducting a red-teaming exercise pursuant to 1) to comply with the following:
a) If a provider allows their generative artificial intelligence systems to be downloaded and modified, the provider must additionally conduct artificial intelligence red-teaming to assess whether their systems’ watermarking functionalities can be disabled;
b) Make summaries of its red-teaming exercises publicly available in a location linked from the home page of the provider’s internet website, using a clearly labeled link that has a similar look, feel, and size relative to other links on the same web page; and
c) Submit full reports of its red-teaming exercises to the Department of Technology within six months of conducting a red-teaming exercise.
5) Permits a generative artificial intelligence provider to continue to make available an artificial intelligence system that was made available before the date upon which this bill takes effect and that does not have watermarking capabilities, if either of the following conditions are met:
a) The provider is able to retroactively create and make publicly available a decoder that accurately determines whether a given piece of content was produced by the provider’s system with at least 99 percent accuracy as measured by an independent auditor; or
b) The provider conducts and publishes research to definitively demonstrate that the system is not capable of producing inauthentic content.
6) Prohibits providers and distributors of software from making available a system, application, tool, or service that is designed to remove watermarks from synthetic content.
7) Prohibits a generative artificial intelligence hosting platform from making available a system that does not place maximally indelible watermarks containing provenance data into content created by the system.
8) Requires a generative artificial intelligence hosting platform that discovers a vulnerability or failure in the system to report the issue to the Department of Technology within 24 hours of discover and do the following:
a) Notify other generative artificial intelligence providers that may be affected by similar vulnerabilities or failures in a manner that allows the other providers to harden their own artificial intelligence systems against similar risks; 
b) Notify affected parties, including, but not limited to, online platforms, researchers or users who received incorrect results from a watermark decoder, or users who produced artificial intelligence content that contained incorrect or insufficient watermarking data; and
c) Make any report to the Department of Technology publicly available in a location linked from the home page of the provider’s internet website with a clearly labeled link that has a similar look, feel, and size relative to other links on the same web page, as specified.
9) Requires a conversational artificial intelligence system to clearly and prominently disclose to users that the conversational artificial intelligence system generates synthetic content.
10) Requires, in visual interfaces, the disclosure specified in 9) to be placed in the interface itself and maintain the disclosure’s visibility in a prominent location throughout any interaction with the interface.
11) Requires, in audio-only interfaces, the disclosure specified in 9) to be verbally made at the beginning and end of a call.
12) Requires the disclosures made pursuant to 9) to be made in the language in which the communications are occurring.
13) Exempts from the provisions of 9) through 12) conversational artificial intelligence systems that do not produce inauthentic content.
14) Provides that the provisions of 1) through 13) take effect February 1, 2025.
15) Requires, commencing January 1, 2026, newly manufactured digital cameras and recording devices sold, offered for sale, or distributed in California to offer users the option to place an authenticity watermark and provenance watermark in the content produced by that device subject to the following requirements:
a) A user has the option to remove the authenticity and provenance watermarks from the content produced by their device;
b) Authenticity watermarks are to be turned on by default, while provenance watermarks are to be turned off by default; 
c) When a camera or audio recording application is open, a newly manufactured digital camera or recording device provides a clear indicator that a watermark is being applied;
d) A newly manufactured digital camera or recording device allows the user to adjust the watermarks settings; and
e) The manufacturer clearly informs a user of the existence of the authenticity and provenance watermarks settings upon the user’s first use of the camera or the recording function on the recording device, as specified.
16) Requires the watermarks required by 15) to comply with industry standards, as specified.
17) Requires, commencing January 1, 2026, a camera and recording device manufacturer to offer a software or firmware update enabling a user to place an authenticity watermark and provenance watermark on the content created by the device to a user of a digital camera or recording device purchased in California prior to January 1, 2026, if technically feasible.
18) Defines for the purposes of 15) though 17) the following:
a) “Authenticity watermark” means a watermark of authentic content that includes the name of the device manufacturer;
b) “Camera and recording device manufacturer” means the makers of a device that can record photographic, audio, or video content, including, but not limited to, video and still photography cameras, mobile phones with built-in cameras or microphones, and voice recorders; and
c) “Provenance watermark” means a watermark of authentic content that includes details about the content, including, but not limited to, the time and date of production, the name of the user, details about the device, and a digital signature.
19) Requires, commencing March 1, 2025 a large online platform to use labels to prominently disclose the provenance data found in watermarks or digital signatures in content distributed to users on its platforms, as follows:
a) The labels must indicate whether content is fully synthetic, partially synthetic, authentic, authentic with minor modifications, or does not contain a watermark;
b) A user must be able to click or tap on a label to inspect provenance data in an easy-to-understand format; and
c) The labels must be readily legible to an average viewer or, if the content is in audio format, must be clearly audible.
20) Requires a large online platform to use state-of-the-art techniques to detect and label synthetic content that has had watermarks removed or that was produced by generative artificial intelligence systems without watermarking functionality.
21) Requires a large online platform to require users to disclose whether uploaded content is synthetic content.
22) Requires a large online platform to include prominent warnings to users that uploading or distributing synthetic content without disclosing that it is synthetic content may result in disciplinary action.
23) Permits a large online platform to provide users with an option to indicate that the user is uncertain whether the content they are uploading or distributing is synthetic content, and that if a user uploads or distributes content and indicates that they are uncertain of whether the content is synthetic content, a large online platform must indicate that the uploaded or distributed content is possibly synthetic and display that indication in a manner that is visible or audible to viewers or listeners of the content.
24) Requires a large online platform to use state-of-the-art techniques to detect and label text-based inauthentic content that is uploaded by users.
25) Requires a large online platform to make accessible a verification process for users to apply a digital signature to authentic content, as specified.
26) Requires, commencing January 1, 2026, and annually thereafter generative artificial intelligence providers and large online platforms to produce a Risk Assessment and Mitigation Report that assesses the risks posed and harms caused by synthetic content generated by their systems or hosted on their platforms.
27) Requires the Risk Assessment and Mitigation Report to include, but not be limited to, assessments of the distribution of artificially-generated child sexual abuse materials, nonconsensual intimate imagery, disinformation related to elections or public health, plagiarism, or other instances where synthetic or inauthentic content caused or may have the potential to cause harm.
28) Requires the Risk Assessment and Mitigation Report to be audited by qualified, independent auditors who assess and either validate or invalidate the claims made in the report. 
29) Requires auditors reviewing a Risk Assessment and Mitigation Report to use state-of-the-art techniques to assess reports, and adhere to relevant national and international standards.
30) Authorizes administrative penalties of up to one million dollars ($1,000,000) or 5 percent of the violator’s annual global revenue, whichever is greater to be imposed by the Department of Technology for violations of this bill.
31) Requires, within 90 days of the bill taking effect the Department of Technology to adopt regulations to implement this bill.
32) Defines the following terms for the purpose of this bill:
a) “AI red-teaming” means a structured testing effort to find flaws and vulnerabilities in an AI system, including, but not limited to, harmful or discriminatory outputs, unforeseen or undesirable system behaviors, limitations, or potential risks associated with misuse of the system;
b) “Artificial intelligence” or “AI” means an engineered or machine-based system that varies in its level of autonomy and that can, for explicit or implicit objectives, infer from the input it receives how to generate outputs that can influence physical or virtual environments;
c) “Authentic content” means images, videos, audio, or text created by human beings without any modifications or with only minor modifications that do not lead to significant changes to the perceived contents or meaning of the content. Minor modifications include, but are not limited to, changes to brightness or contrast of images, removal of background noise in audio, and spelling or grammar corrections in text;
d) “Conversational AI system” means chatbots and other audio- or video-based systems that can hold humanlike conversations through digital media, including, but not limited to, online calling, phone calling, video conferencing, messaging, application or web-based chat interfaces, or other conversational interfaces. Conversational AI systems include, but are not limited to, chatbots for customer service or entertainment purposes embedded in internet websites and applications;
e) “Digital signature” means a digital method that allows a user to sign a piece of authentic or synthetic content with their name or device information, verifying that they created the content;
f) “Generative AI hosting platform” means an online repository or other internet website that makes generative AI systems available for download;
g) “Generative AI provider” means an organization or individual that creates, codes, substantially modifies, or otherwise produces a generative AI system;
h) “Generative AI system” means an artificial intelligence system that generates derived synthetic content, including images, videos, audio, text, and other digital content;
i) “Inauthentic content” means synthetic content that is so similar to authentic content that it could be mistaken as authentic;
j) “Large online platform” means a public-facing internet website, web application, or digital application, including a social network, video sharing platform, messaging platform, advertising network, or search engine that had at least 1,000,000 California users during the preceding 12 months;
k) “Maximally indelible watermark” means a watermark that is designed to be as difficult to remove as possible using state-of-the-art techniques and relevant industry standards;
l) “Provenance data” means data that identifies the origins of synthetic content, as specified;
m) “Synthetic content” means information, including images, videos, audio, and text, that has been produced or significantly modified by a generative AI system;
n) “Watermark” means information that is embedded into a generative AI system’s output for the purpose of conveying its synthetic nature, identity, provenance, history of modifications, or history of conveyance; and
o) “Watermark decoders” means freely available software tools or online services that can read or interpret watermarks and output the provenance data embedded in them.
33) Adopts a severability clause.
EXISTING LAW:
1) Defines “deepfake” to mean audio or visual content that has been generated or manipulated by artificial intelligence which would falsely appear to be authentic or truthful and which features depictions of people appearing to say or do things they did not say or do without their consent. (Government Code Section 11547.5.)
2) Requires social media companies to post terms of service for each social media platform owned or operated by the company in a manner reasonably designed to inform all users of the social media platform of the existence and contents of the terms of service. (Business and Professions Code Section 22676.)
3) Prohibits any person, firm, corporation or association, or any employee thereof with intent directly or indirectly to dispose of real or personal property or to perform services, professional or otherwise, or anything of any nature whatsoever or to induce the public to enter into any obligation relating thereto, to make or disseminate or cause to be made or disseminated before the public in this state, or to make or disseminate or cause to be made or disseminated from this state before the public in any state, in any newspaper or other publication, or any advertising device, or by public outcry or proclamation, or in any other manner or means whatever, including over the Internet, any statement, concerning that real or personal property or those services, professional or otherwise, or concerning any circumstance or matter of fact connected with the proposed performance or disposition thereof, which is untrue or misleading, and which is known, or which by the exercise of reasonable care should be known, to be untrue or misleading, or for any person, firm, or corporation to so make or disseminate or cause to be so made or disseminated any such statement as part of a plan or scheme with the intent not to sell that personal property or those services, professional or otherwise, so advertised at the price stated therein, or as so advertised. (Business and Professions Code Section 17500.)
4) Establishes the Department of Technology and tasks the Department with approval and oversight of information technology projects undertaken by the state. (Government Code Section 11545 et seq.)
FISCAL EFFECT:  As currently in print this bill is keyed fiscal.
COMMENTS: As artificial intelligence technology becomes more widely available to average technology users, fears are growing that artificial intelligence can be utilized to manipulate existing images or audio or create realistic, yet fake, imagines, video, and audio. These manipulated images or audio can then be utilized to perpetrate scams, create phony content seeking to manipulate political discourse, or generate realistic looking pornographic content. Seeking to address these harms, this bill would require content generated by artificial intelligence to be labeled as “fake,” require camera makers to provide the ability for actual content to be deemed “real,” and require online platforms to display labels regarding the origins of content. In support of this measure, the author states:
This bill seeks to establish a comprehensive regulatory framework to mitigate the harmful impacts of synthetic or "deep fake" content. Specifically, the bill aims to address the interrelated problems of artificial intelligence:
1.	Harms caused by inauthentic content presented as authentic: The bill acknowledges the wide range of potential harms caused by inauthentic content, including financial scams, non-consensual intimate imagery, disinformation (especially around elections and public health), and the erosion of trust in the digital information ecosystem. The PAWS Act seeks to reduce these harms by requiring clear disclosure of content provenance, making it harder for inauthentic content to be mistaken as authentic.
2.	Lack of transparency around provenance of digital media: The bill addresses transparency concerns by mandating that generative AI providers embed imperceptible and indelible watermarks containing provenance data in all synthetic content they create., and prominently display this provenance data to users. The bill also establishes standards for digital cameras and recording devices to offer watermarking options for authentic content.
3.	Facilitation of harmful acts by bad actors: The bill prohibits the distribution of tools designed to remove watermarks or manipulate provenance data, making it more difficult for bad actors to generate unlabeled inauthentic content. It also requires conversational AI systems to disclose their artificial nature and obtain user consent, making it more difficult for bad actors to leverage AI generation for deception.
In sum, the bill seeks to establish clear standards and requirements around content provenance disclosure, watermarking, and labeling, with the goal of increasing transparency and reducing the ability of bad actors to deceive users with unlabeled synthetic content. By doing so, the author aims to mitigate the various potential harms enabled by increasingly sophisticated generative AI technologies.
The proliferation of artificial intelligence technologies opens new avenues for bad actors to manipulate persons on the internet. In recent years, artificial intelligence technology has migrated from an expensive tool utilized primarily by corporations for high level computing processes and frustrating consumers in need of customer service assistance, to readily available products available to everyday consumers. As a result of the expansion of the use and availability of artificial intelligence, the risk associated with these tools has grown significantly. The author and proponents of this measure highlight three areas of pressing concern related to the democratization of artificial intelligence technologies: the technologies use in creating fake, yet lifelike pornography; the use of the technology in consumer scams; and the use of technology in undermining faith in democratic institutions.
In support of the need to better regulate artificial intelligence, the proponents of this measure highlight several recent incidents. Recently, three Southern California high schools saw students victimized by the dissemination of fake, but realistic looking pornographic videos depicting students. As high school students are known to do, these images were quickly spread around the student body creating significant mental distress for the nearly two-dozen students victimized by the fake videos. (Mackenzie Tatananni, “Inappropriate images” circulate at yet another California high school, as officials grapple with how to protect teens from AI porn created by classmates Daily Mail, (Apr. 11, 2024) available at: https://www.dailymail.co.uk/news/article-13295475/Inappropriate-images-California-Fairfax-High-School-AI-deepfake.html.) 
Similarly, artificial intelligence (in concert with human actors) are creating a new type of online scams. For example, a scam known as “pig butchering” uses a combination of real people and artificial intelligence-powered chat bots to “befriend” social media users. These “friends” then try and convince the target of the scam to invest funds in fake online crypto currencies. When the victim then tries to cash in on the apparent gain from the crypto currency they discover they have been scammed by a chat bot that was able to use artificial intelligence to play to their emotions and steal their money. (Sam Hayson, John Oliver takes a deep dive into a murky online crypto scam, Mashable (Feb. 26, 2024) available at: https://mashable.com/video/john-oliver-pig-butchering-online-scam.)
The final, and potentially most concerning use of artificial intelligence, involves the creation of fake content designed to influence elections. Fake content can be utilized to make it appear that a candidate said something offensive, adopted a policy position contrary to reality, or look unfit for office. Furthermore, this threat is not hypothetical. During the recent New Hampshire Presidential Primary, one study suggested that between 5,000 and 20,000 New Hampshire residents received artificially-generated phone calls impersonating President Biden that told them not to vote in the state’s primary. (Adam Edelman, States turn their attention to regulating AI and deepfakes as 2024 kicks off, NBC News, (Jan. 22, 2024) available at: www.nbcnews.com/politics/states-turn-attention-regulating-ai-deepfakes-2024-rcna135122.) As the United States faces an incredibly contentious rematch between President Joe Biden and Donald Trump, one can only imagine that the threat of fake online content designed to influence the election will only grow.
This bill seeks to provide online media consumers with tools to assist in differentiating between real and fake content. In essence, this bill seek to combat artificial intelligence in three ways. First, this measure requires all content generated by artificial intelligence to be labeled as fake. Secondly, this measure requires manufacturers of camera technology to ensure that the content producer by their devices can be labeled as authentic. Finally, this measure requires large online platforms, defined as meaning a public-facing internet website, web application, or digital application, including a social network, video sharing platform, messaging platform, advertising network, or search engine that had at least 1,000,000 California users during the preceding 12 months, to properly apply these labels to content posted on their platforms. Violations of this measure would subject entities to administrative penalties of $1 million or five percent of a violator’s annual global revenue per violation.
It should be noted that this bill was previously analyzed by the Committee on Privacy and Consumer Protection. As the Committee with primary jurisdiction over technology issues, that Committee’s analysis provides a thorough review of the technology related to artificial intelligence and the watermarking required to produce the labels required by this bill. Accordingly, the remainder of this analysis will focus on the legal issues posed by this measure. Parties interested in a more comprehensive review of the underlying technical aspects of this measure are strongly encouraged to review the Committee on Privacy and Consumer Protection’s analysis of this measure which is available here: https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml?bill_id=202320240AB3211#. 
By holding online platforms accountable for third party content, this bill may face federal preemption concerns. The federal Communications Decency Act provides that “[n]o provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider,” and affords broad protection from civil liability for the good faith content moderation decisions of interactive computer services. (47 U.S.C. Sec. 230(c)(1) and (2).) Though Section 230 was originally passed in response to judicial inconsistency with respect to the liability of internet service providers under statutes pertaining to “publishers” of content created by others, it has since been interpreted to confer operators of social media platforms and other online services with broad immunity from liability for content posted on their platforms by others.  
Section 230 also indicates that “[n]othing in this section shall be construed to prevent any State from enforcing any State law that is consistent with this section,” but further provides that “[n]o cause of action may be brought and no liability may be imposed under any State or local law that is inconsistent with this section.” (47 U.S.C. Sec. 230(e)(3).) The latter provision has generally been interpreted to expressly preempt any state law that has the effect of treating a social media or other online platform as the publisher of information posted by other users, including prescriptive requirements relating to content moderation. This is consistent with the law’s original intent, which was to ensure that internet platforms facilitating the sharing of content can do so without considerable risk of liability in the event that content is not meticulously policed.
Since the development of social media platforms, the extent of Section 230’s immunity shield has been heavily litigated. Questions have arisen regarding what elements of a user’s experience and therefore of a social media platform’s business model, benefit from Section 230, and which fall outside its scope. In Fair Housing Council v. Roommates.com, LLC, Roommates.com was sued by a coalition of fair housing councils in California for allegedly violating the federal Fair Housing Act and state housing discrimination laws. (Fair Housing Council of San Fernando Valley v. Roommates.com, LLC (2007) 521 F.3d 1157.) The claim was based largely on the website’s search function which appeared to prefer certain profiles over others, seemingly on the basis of elements of the user’s identity, including their gender and sexual orientation, which were collected by Roommate.com through a mandatory questionnaire developed by the website. The District Court ruled in favor of Roommates.com, holding that the website was protected by Section 230. The Fair Housing Council subsequently appealed to the Ninth Circuit, which held that the website’s use of the information they required users to submit in order to utilize the website rendered Roommate.com outside the protection of Section 230. In its analysis, the court reasoned that a “website operator can be both a service provider and a content provider: If it passively displays content that is created entirely by third parties, then it is only a service provider with respect to that content. But as to content that it creates itself, or is ‘responsible, in whole or in part’ for creating or developing, the website is also a content provider.” (Id. at p. 1163.) With regard to Roommate.com’s own role in developing the users’ profiles, the court argued, “Roommate is ‘responsible’ at least ‘in part’ for each subscriber’s profile page, because ever such page is a collaborative effort between Roommate and the subscriber.” (Id. at p. 1167.)
Most recently, the Supreme Court issued a decision in a pair of cases addressing the same practice – Twitter, Inc. v. Taamneh and Gonzalez v. Google. In that decision, the Supreme Court held that “the failure to allege that the platforms here do more than transmit information by billions of people – most of whom use the platforms for interactions that once took place via mail, on the phone, or in public areas – is insufficient to state a claim that defendants knowingly gave substantial assistance and thereby aided and abetted ISIS’ acts. A contrary conclusion would effectively hold any sort of communications provider liable for any sort of wrongdoing merely for knowing that the wrongdoers were using its services and failing to stop them.” (Twitter, Inc. v. Taamneh, (2023) 143 S. Ct. 1206, 1213.)
To the extent that the decision in Twitter left room for argument that social media platforms may still be held liable for the distribution of CSAM due to the exemption found at (e)(1) of the code, it is likely that a recent denial of a petition for certiorari foreclosed that argument. Section 230 includes an exemption to immunity for enforcement of sex trafficking laws, including the sexual exploitation of children. (47 U.S.C. Sect. 230(1)(e).) In Does v. Reddit, (2022) 51 F.4th 1137, a group of parents brought a claim against Reddit after discovering explicit images or videos of their children posted to various subreddit groups. The parents claimed that, despite contacting the platform with the information countless times, Reddit did little if anything to remove the content or prevent it from being shared due to the profit it provides the platform. (Reddit, 51 F.4th 1137, 1139.) Based on this allegation, the parents argued that Reddit reaped financial benefit from openly hosting child pornography and sought recovery under federal law 18 U.S.C. Section 1495, claiming that Reddit is liable as a beneficiary of child sex trafficking, among other causes of action. (Id. at p. 1140.) The district court held that in order to trigger the exemption to immunity provided by Section 230, plaintiffs seeking to hold a platform liable must plead that Reddit’s own conduct violated the criminal sex trafficking statute, a requirement which the plaintiffs failed to meet. (Ibid.) 
Applying these cases to this bill, several distinctions are notable. First, the mandate for labeling content ultimately falls onto the online platform itself. To the extent that content posters must upload content with the various watermarks that is because the bill compels online platforms to demand such content. To the extent that an affirmative duty to label content is being placed on the online platform, this bill is not necessarily holding the platform liable for the underlying content itself. In that sense the bill may clear Section 230 preemption. Nonetheless, as discussed above, federal courts are broadly interpreting Section 230. While this bill is laudable and creatively seeking to address a pressing national issue, it may nonetheless run afoul of Section 230, especially in light of the Supreme Court’s broad application of that statute.
The sizable administrative penalties proposed by this measure may implicate the Eighth Amendment’s prohibition on unreasonable fines. Notwithstanding any consideration of Section 230 of the Communications Decency Act, the sizable administrative penalties imposed by this bill warrant a review of the Eighth Amendment’s prohibition on unreasonable fines. The prohibition against unreasonable fines has been applied to government imposed penalties for over two decades. (Hudson v. United States (1997) 522 U.S. 93.) Given that this measure authorizes penalties up to $1 million or five percent of a violator’s annual global revenue, this bill certainly imposes significant penalties. To determine if these sizable penalties are reasonable, or unlawfully excessive, the case law in this area generally requires a court to look at the proportionality of the penalty amount in comparison to the underlying violation. (United States v. Bajakajian (1998) 524 U.S. 321.)
As discussed above, the potential harms stemming from a violation of this measure are significant. Ranging from proliferating life-like, yet fake, child pornography, to defrauding persons out of tens of thousands of dollars, to threatening American democracy, the implications of failing to reign in artificially created content are significant. Additionally, given that the case precedent surrounding the Eighth Amendment’s prohibition on excessive fines typically examines fines on a case-by-case basis, drawing a broad conclusion about the constitutionality of this bill is difficult. Given the harms this bill seeks to combat, a $1 million per violation fine seems reasonable, especially if those harms come to pass. However, the annual revenue piece penalty aspect of this bill may be excessive, especially for violations that do not relate to the immediate undermining of American democracy (in those instances this penalty may be more than reasonable). Accordingly, should this bill advance, in order to lessen the risk of a constitutional challenge the author may wish to consider amendments to limit the fines imposed by this bill to the $1 million per violation only. One would hope that the threat of a $1 million per violation fine would be sufficient to compel online platforms to comply with this measure.
By requiring parties to add various labels to online content this bill represents government compelled speech. In addition to the Eighth Amendment, by requiring the inclusion of various watermarks and disclosures in online content, this bill also implicates the First Amendment and government compelled speech provisions. Because the speech contemplated by this bill is generally being compelled upon commercial entities, a business speech analysis appears to be most appropriate for this bill. When the government is compelling commercial entities to engage in speech, a review of such obligations is subject to an intermediate scrutiny level of review. (Virginia State Board of Pharmacy v. Virginia Citizens Consumer Council, Inc. (1976) 425 U.S. 748.) As it specifically relates to commercial speech, the United States Supreme Court has adopted a three-part test to determine the legitimacy of the government compelling a private company to place notices on products. This test, commonly referred to as the Central Hudson test, requires the government to demonstrate the following to be able to justify compelling speech: 1) the government has a substantial interest in the matter; 2) the regulation must directly and materially advance the government’s substantial interest; and 3) the government’s actions are narrowly tailored to advance that interest. (Central Hudson Gas and Electric Corp. v. Public Service Commission (1980) 447 U.S. 557.)
Applying the Central Hudson test to this measure, the bill appears to pass constitutional review. First, the government has a substantial interest in protecting Americans from the proliferation of false content on the internet. When looking at the concerns raised by the proponents, the government certainly has an interest in combatting fake child porn, stopping harmful scams, and protecting the integrity of our electoral systems. As to the second prong of the test, this bill appears to be crafted in such a way as to advance the government’s interest. Requiring disclosure of the source of online content would permit the public to assess the veracity of images and statements on the internet. Finally, as to this bill being narrowly tailored, again, the bill appears to meet the constitutional standard. Requiring the application of a watermark, while compelled speech, is a relatively simple and easy task to achieve compliance with this measure. The watermark appears easy to create and would give the public a clear signal as to the veracity of online content. One could easily envision, and this Legislature has previously proposed, far more burdensome requirements on online platforms seeking to combat misinformation. Accordingly, this bill does not appear to unlawfully compel speech.
In light of American’s longstanding propensity to believe and propagate conspiracy theories, a watermark may not be enough to combat deep fakes and other misleading online content. A troubling trend in recent years is American’s willingness to believe almost anything they see or read on the internet. Recognizing this tendency, conspiracy theorists, particularly those with underlying political aims, have poisoned the thoughts of millions of Americans to make them discount events they witness with their own eyes. While this bill seeks to combat these falsehoods, the ability of a watermark to convince a person that an image is false (especially when that person is inclined to believe its authenticity) may be insufficient. 
For example, millions of Americans watched the events of January 6, 2021 unfold on live television. To anybody who watched those events, there should be no question that a group of insurrectionists stormed the United States Capitol seeking to prevent the rightful election of the candidate they did not prefer and killed or injured dozens of law enforcement officers in the process. Nonetheless, thanks in large part to online misinformation and the constant lies told by some television personalities, 25 percent of Americans now dispute the events of that day. (Jackman et al, A quarter of Americans believe FBI instigated Jan. 6, Post-UMD poll finds, The Washington Post (Jan. 4, 2024) available at: https://www.washingtonpost.com/dc-md-va/2024/01/04/fbi-conspiracy-jan-6-attack-misinformation/.) A similar number of conspiracy-minded Americans dispute the events of September 11, 2001, arguably one of the worst days in American history. Despite the fact that most of the nation watched the events of that horrible day in real time, a 2019 survey found that 23 percent of Americans either “strongly” or “somewhat” believe that the September 11th attacks were an “inside job.” (https://www.statista.com/statistics/959504/belief-september-11-inside-job-conspiracy-us/.) 
To Americans who distrust authority it is highly unlikely that a watermark will dissuade them from the accuracy of a statement they are inclined to believe, and more troubling, dissuade that person from further sharing online disinformation. Nonetheless, to the extent this bill helps stop misinformation from reaching the depths of the internet in the first places, this bill is laudatory. 
ARGUMENTS IN SUPPORT: This bill is sponsored by the California Initiative for Technology & Democracy and is supported by labor organizations, legal aid organizations, and election reform advocates. In support of this bill the California Initiative for Technology & Democracy states:
Generative artificial intelligence (GenAI) technologies are powerful tools that are capable of creating all manners of images, audio, video, and text content from simple prompts. The breakneck speed at which these tools have evolved has meant human beings are increasingly unable to tell the difference between authentic, human-generated content, and synthetic content generated by AI. 
The impact of the increasingly blurry line between authentic and synthetic digital media is already being felt by our society. From supercharging online scams, to using child sexual abuse material to generate non-consensual intimate imagery, to the proliferation of public safety4 and political disinformation, GenAI tools have contributed to the steady erosion of trust in our information ecosystem. Without adequate tools to help differentiate between human-generated content and AI-generated content, the truth decay already happening in our society will only accelerate. The detrimental impact of these AI tools represents a monumental challenge for our society that will require multi-faceted solutions that recognize and respond to the dynamic nature of evolving technology.
AB 3211 represents a phased-in solution to address this complex problem that complements existing standard-setting efforts. The bill has been developed with insights from EU regulators who have worked intimately on the AI Act and from federal policy experts who see, in the face of congressional inaction, California’s power to drive nationwide change. This bill makes critical interventions at two stages of our information system, first at the point of content creation and then at the point of dissemination. At the point of content creation, AB 3211 would enable human-created authentic content to be differentiated from AI-generated synthetic content by requiring separate watermarking standards for each. AB 3211 would require cameras and recording devices sold in California to include an option to place an authenticity watermark on the content that the device produces.
Separately, AI companies would be required to place imperceptible and maximally-indelible watermarks on any content that their AI systems produce. These watermarks would contain provenance information, allowing users, social media platforms, and the public to readily trace the source of the content. AB 3211 would also impose rigorous testing and reporting standards, as well as impact assessments, to ensure watermarks are resistant to manipulation and removal. Ultimately, watermarking and provenance transparency are critical tools in our arsenal of defenses against the onslaught of AI-generated disinformation. AB 3211 is an urgent intervention that takes a dynamic approach to standard setting in an evolving technological context.
ARGUMENTS IN OPPOSITION: This bill is opposed by several advocates for technology companies, including TechNet and the Computer & Communications Industry Association, as well as the California Chamber of Commerce. An opposition letter submitted by the entire coalition opposing this measure states:
We agree with the intent to create greater trust in user generated content online by fostering the adoption of content provenance verifications and watermarks. However, this bill presents a multitude of issues and requires platforms to comply with technically infeasible and impossible standards.
Many of our companies and platforms are at the forefront of developing content provenance and watermarking technology, which is still in its early stages. However, AB 3211 enacts incredibly prescriptive requirements for a technology that is still under development and rapidly evolving. For example, there isn’t a program that can watermark text, making the bill’s requirements to do so impossible to comply with. We believe references to text watermarking should be removed to reflect this reality.
Furthermore, content provenance and watermarking is still incredibly unreliable and in many cases easy to break. Researchers at the University of Maryland were able to break all the currently available watermarking methods. Some can be avoided by simple cropping, resizing, or screenshotting an image. More concerning, these researchers were able to insert fake watermarks and credentials into images, creating false positives. Provenance and watermarking tools tend to help good faith actors act virtuously, but they have limits on stopping bad actors. No provenance solution that’s been created so far, including watermarking or metadata, stops bad actors from simply ‘stripping’ provenance elements and posting a fake piece of content as authentic.
In its standards for large online platforms, AB 3211 should more clearly delineate between 1st party and 3rd party content. 1st party content would be images, videos, or audio that is generated using a large online platform’s generative AI tools and is then posted or distributed on that platform. In this instance, a platform can actually control the creation of a content provenance or watermark into the content. As mentioned, many of our companies are already working to incorporate this type of technology to increase transparency around AI-generated content. It is currently technically infeasible to accurately and reliably detect content that is created using a different platform’s AI tools. As noted above, considering the current ease with which current watermarks can be broken, a legal requirement and mandate for 3rd party content isn’t appropriate.
Moreover, AB 3211 requires platforms to use “state-of-the-art techniques” to detect and label inauthentic content that is uploaded by users. As a threshold matter, “state-of-the-art techniques” is a term of art used several times throughout the bill and has no legal meaning. It should be struck in favor of a clear standard, especially considering the exorbitant penalties the bill would seek to levy for any violation ($1 million or 5% of global annual revenue, whichever is higher). Section (e)(2) authorizes platforms to use privacy intrusive methods to detect inauthentic text content including spyware and user authentication. The bill allows platforms to consider a user’s typing cadence, which is only possible with spyware that can measure and record that information. The bill also allows a platform to verify that users are matched to their unique device identifier such as a subscriber identity module (SIM) card or multifactor authentication (MFA). This seems to give platforms the authority to destroy users’ anonymity in the pursuit of detecting and labeling inauthentic content. To be clear, our platforms are firmly against such invasive measures into our users’ information. It is a highly concerning precedent that California would be setting.
AB 3211 seems to treat all AI-generated content as inherently bad or risky. By requiring such thorough and prescriptive requirements for content labeling, the bill makes a value judgment that consumers must be notified and aware of any content that was created by AI. This applies to all inauthentic content including purely artistic or satirical content. While we agree with the intent to provide more information to consumers, in some instances it could create disclosure or notification fatigue. If watermarks and content credentials become so routine and placed on all AI-generated content, users may start to ignore and disregard their presence. Rather than focusing on whether the content itself was AI-generated, synthetic, or inauthentic, we would advise focusing on the misuse of this technology.
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