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SUMMARY:
  Creates a new crime for intentionally distributing or causing to be distributed a deepfake of an intimate body part of an identifiable person, or a deepfake of the person engaged in an act of sexual intercourse, sodomy, oral copulation, sexual penetration, or a deepfake of a person engaging in conduct which the person depicted participates, and the person distributing the deepfake knows or should know that the person depicted did not consent to the distribution and that distribution will cause serious emotional distress, and the person depicted suffers that distress. Specifically, this bill:  

1. Defines “distribute” as making the image available to another person through any medium, including, but not limited to, exhibiting it in public, giving possession of the image, or through the use of internet, email, or text messaging.

1. Defines “deepfake” as any audio or visual media in an electronic format, including, without limitation, any image, motion picture film, or video recording, that is created or altered in a manner that it would falsely appear to a reasonable observer to be an authentic record of the actual speech or conduct of the individual depicted in the recording.

EXISTING LAW:
  

1. Makes it a misdemeanor for a person to intentionally distribute an image of the intimate body parts of another identifiable person, or of the person depicted engaged in a sex act, under circumstances in which the persons agreed or understood that the image would remain private, and the person distributing the image knows or should know that the distribution of the image will cause serious emotional distress, and the person depicted suffers that distress. This crime is also commonly known as “revenge porn.” (Pen. Code, § 647, subd. (j)(4)(A).)

1. Defines “deepfake” as any audio or visual content that has been generated or manipulated by artificial intelligence which would falsely appear to be authentic or truthful and which features depictions of people appearing to say or do things they did not say or do without their consent. (Gov. Code, § 11547.5, subd. (a).) 

1. Provides that distribution of the image is not a violation of the law if:

1. The distribution is made in the course of reporting an unlawful activity;

1. The distribution is made in compliance with a subpoena or other court order for use in a legal proceeding; or,

1. The distribution is made in the course of a lawful public proceeding. (Pen. Code, § 647, subd. (j)(4)(D).)

1. Defines “intimate body part” to mean “any portion of the genitals, the anus and, in the case of a female, also includes any portion of the breasts below the top of the areola that is either uncovered or clearly visible through clothing.” (Pen. Code, § 647, subd. (j)(4)(C).)

1. States that a person intentionally distributes an image when that person personally distributes the image, or arranges, specifically requests, or intentionally causes another person to distribute that image. (Pen. Code, § 647, subd. (j)(4)(B).)

1. Provides that every person who knowingly sends or causes to be sent, or brings or causes to be brought, into this state for sale or distribution, or in this state possesses, prepares, publishes, produces, develops, duplicates, or prints any representation of information, data, or image, with intent to distribute or to exhibit to, or to exchange with, others, or who offers to distribute, distributes, or exhibits to, or exchanges with, others, any obscene matter, knowing that the matter depicts a person under the age of 18 years personally engaging in or personally simulating sexual conduct is guilty of child pornography and shall be punished by either by imprisonment in the county jail for up to one year, by a fine not exceeding $1,000, or by both the fine and imprisonment, or by imprisonment in the state prison, by a fine not exceeding $10,000, or by both the fine and imprisonment.  (Pen. Code, § 311.1.)

1. Provides that every person who knowingly possesses or controls any matter, representation of information, data, or image, the production of which involves the use of a person under 18 years of age, knowing that the matter depicts a person under 18 years of age personally engaging in or simulating sexual conduct, shall be punished by imprisonment in the state prison, or a county jail for up to one year, or by a fine not exceeding $2,500, or by both the fine and imprisonment.  (Pen. Code, § 311.11.)

FISCAL EFFECT:
  Unknown

COMMENTS:
  

1) Author’s Statement: According to the author: As with any new technology, artificial intelligence can improve people’s lives. However, AI can also be used to inflict harm through dangerous and unregulated “deepfakes”. The weaponization of deepfakes to create and distribute revenge pornography can have a massive impact on the economy, national security, and individual harm. The Legislature must take action to protect victims from extortion, humiliation, and harassment that can come from artificially generated pornography. AB 1856 would provide a criminal penalty for individuals who break the law by distributing artificially generated pornography on an individual without their consent.”

2) First Amendment: The First Amendment provides that “Congress shall make no law . . . abridging the freedom of speech.” (U.S. Const, Amend. I, Section 1.) The California Constitution also protects free speech. “Every person may freely speak, write and publish his or her sentiments on all subjects, being responsible for the abuse of this right. A law may not restrain or abridge liberty of speech or press.” (Cal. Const. Art. I, § 2.)  “[A]s a general matter, the First Amendment means that government has no power to restrict expression because of its message, its ideas, its subject matter, or its content.” (Ashcroft v. American Civil Liberties Union (2002) 535 U.S. 564, 573.)

Legislation that regulates the content of protected speech is subject to strict scrutiny, sometimes referred to by the courts as “exacting scrutiny” in this context. (Reed v. Town of Gilbert, Ariz. (2015) 135 S.Ct. 2218, 2226.) To survive strict scrutiny, state action must be narrowly tailored to address a compelling government interest. (Ibid.)  

Nevertheless, the protections of the First Amendment are not absolute. Restrictions on the content of speech have been long been permitted in a few limited areas including obscenity, defamation, fraud, incitement, and speech integral to criminal conduct. (United States v. Stevens (2010) 559 U.S. 460, 130 S.Ct. 1577, 1584 [citations omitted].) The First Amendment permits “restrictions upon the content of speech in a few limited areas which are ‘of such slight social value as a step to truth that any benefit that may be derived from them is clearly outweighed by the societal interest in order and morality.’” (R.A.V. v. City of St. Paul (1992) 505 U.S. 377, 382-383.)

While some lower courts have grappled with First Amendment challenges to state “revenge porn” laws generally, the California Supreme Court has yet to weigh in. (Paul, Is Revenge Porn Protected Speech? Lawyers Weigh in, and Hope for a Supreme Court Ruling, The Washington Post (Dec. 26, 2019).[footnoteRef:1] This issue will likely become more complex with the introduction of deep fake and, and more generally, AI content. Images generated through machine learning may have artistic, political, scientific, or literary merit making them worthy of First Amendment protection.  [1:  Located at https://www.washingtonpost.com/nation/2019/12/26/is-revenge-porn-protected-speech-supreme-court-may-soon-weigh/ [last visited April 3, 2024].  ] 


A. People v. Iniguez

However, the critical difference with the revenge porn statute is that it criminalizes private content shared for the purposes of inflicting emotional distress. A former version of California’s “revenge porn” law (Pen. Code, § 647, subd. (j)(4)(iii)) survived First Amendment scrutiny in People v. Iniguez (2016) 247 Cal.App.4th Supp. 1 (Iniguez). 

There, the defendant argued the statute was overbroad, violating free speech. Under the overbreadth doctrine, a defendant “may challenge a statute not because their own rights of free expression are violated, but because the very existence of an overbroad statute may cause others not before the court to refrain from constitutionally protected expression. [Citations.]” (In re M.S. (1995) 10 Cal.4th 698, 709.)  To avoid being overbroad, “statutes attempting to restrict or burden the exercise of First Amendment rights must be narrowly drawn and represent a considered legislative judgment that a particular mode of expression has to give way to other compelling needs of society.” (Broadrick v. Oklahoma (1973) 413 U.S. 601, 611–612 [citations omitted].) 

Assuming, without deciding a person has a free speech right to distribute such images, the Iniguez court concluded former subdivision (j)(4)(iii) of Penal Code section 647.6 was not constitutionally overbroad because its requirement that a person intend to cause distress served to narrow the law. (People v. Iniguez, supra, 247 Cal.App.4th Supp. at pp. 7-8.) The court noted this rendered the law inapplicable should a person act under a mistake of fact or by accident. (Id. at pp. 7-8.) 
The Iniguez court also explained that “it is not just any images that are subject to the statute, but only those which were taken under circumstances where the parties agreed or understood the images were to remain private. The government has an important interest in protecting the substantial privacy interests of individuals from being invaded in an intolerable manner.” (People v. Iniguez, supra, 247 Cal.App.4th Supp. at p. 8 [citation omitted].) The court stated, “It is evident that barring persons from intentionally causing others serious emotional distress through the distribution of photos of their intimate body parts is a compelling need of society.” (Emphasis added.) (Ibid.) 
Additionally, in Iniguez at. pp. 10-11, the defendant also argued insufficient evidence supported his conviction because he had failed to “distribute” the photo by posting it on Facebook. The court concluded, however, “there is no indication in section 647, subdivision (j)(4), that the term “distribute[s]” was intended to have a technical legal meaning, or to mean anything other than its commonly used and known definition of “to give or deliver (something) to people.” (Id. at p. 10; See also, Merriam Webster online definition of “distribute.”)[footnoteRef:2] The court further noted, “Legislative analyses of the Senate bill that enacted section 647, subdivision (j)(4), are replete with indications that posting images on public Web sites was precisely one of the evils the statute sought to remedy.” (Ibid.)

The term distribute as commonly understood would not necessarily include other activities like exhibiting the images in a public place. As explained, this bill broadens the definition of distributes in a manner not contemplated by Iniguez.  [2:  Located at https://www.merriam-webster.com/dictionary/distribute [last visited April 3, 2024].  ] 


B. Deepfakes
But, the devil’s details will reside in the definitions of terms like “artificial intelligence” and “deep fake” and the Legislature should take care to ensure the definitions used in legislation are consistent and will survive a constitutional challenge. 
“Deepfakes” refer to manipulated videos, or other digital representations produced by sophisticated artificial intelligence, that yield fabricated images and sounds that appear to be real.” (Shao, What ‘Deepfakes’ Are and How They May Be Dangerous, CNBC (1/17/2020).)[footnoteRef:3] “Deepfake technology enables users to create fake videos, images, or recordings of people that appear authentic. Some of the earliest and most prolific deepfake examples involve pornography—everything from face-swapping a celebrity into a pornographic video to an AI algorithm that creates a realistic nude from a person in an image.”[footnoteRef:4] [3:  Located at https://www.cnbc.com/2019/10/14/what-is-deepfake-and-how-it-might-be-dangerous.html [last visited April 10, 2024.]]  [4:  Located at (https://www.asisonline.org/security-management-magazine/latest-news/today-in-security/2021/january/U-S-Laws-Address-Deepfakes/) [last visited April 10, 2024.]] 

This bill is mostly identical to Penal Code section 647, subdivision (j)(4)(A) in that it requires distribution and intent to cause serious emotional distress. However, this bill broadens the definition of “distribute” to include “making the image available to another person through any medium, including, but not limited to, exhibiting it in public, giving possession of the image, or through the use of internet, email, or text messaging.”
This bill also defines “deepfake” as any audio or visual media in an electronic format, including, but not limited to, any image, motion picture film, or video recording, that is created or altered in a manner that it would falsely appear to a reasonable observer to be an authentic record of the actual speech or conduct of the individual depicted.” 
Other provisions of law, including portions of the Government Code use a different definition: “Deepfake” means any audio or visual content that has been generated or manipulated by artificial intelligence which would falsely appear to be authentic or truthful and which features depictions of people appearing to say or do things they did not say or do without their consent. (See Gov. Code, § 11547.5, subd. (a).) 
The California Government Operations Agency (Cal Gov. Ops.) was specifically tasked with determining how to define and regulate deepfakes in 2022 through SB 1216 (Gonzalez), Chapter 885, Statutes of 2022. SB 1216 requires Ca Gov. Ops., to submit a report to the Legislature on or before October 2024. At a minimum, this and other proposed statutes, were they to be enacted, should contain a universally accepted definition of “deepfake.” 
California’s prohibition provides for injunctive relief, as well as a civil cause of action. (See Elec. Code, § 20010.) The California Legislature enacted AB 602 (Berman), Chapter 491, Statutes of 2019, permitting a person to sue anyone who uses “deepfake” technology to place them in sexually explicit material without their consent. (Civ. Code, § 1708.86.)  

California has other laws directed at sexually explicit material, deepfake or otherwise. 
For example, it is a crime under Penal Code section 311.2 to produce, distribute, or exhibit (show someone) obscene matter. There are also laws addressing online harassment. For example, it is a crime to use an electronic communication device to make repeated contact with another person with the intent to harass or annoy, or to make a single intentionally harassing contact if it includes any obscene or threatening language. (Pen. Code, § 653m.) 

Another law makes it a crime to use an electronic communication device to distribute the personal information of another person without their consent, and with the intent to harass them or cause them fear. (Pen. Code, § 653.2) Revenge porn is also a crime -- distributing sexually explicit images or videos of someone without their consent when the person doing so knows or should know it will cause serious emotional distress, and the person suffers that distress. (Pen. Code, § 647, subd. (j)(4).)

Opponents of “deepfake” legislation note there are already laws that regulate the impact of pornographic “deepfakes,” including specific measures for “revenge porn” and digital harassment. (Fischer, California’s Governor Signed New Deepfake Laws for Politics and Porn, but Experts Say they Threaten Free Speech, Business Insider (Oct. 10, 2019).[footnoteRef:5] They note such legislation can also have “really worrying consequences on free speech.” (Ibid.)  [5:  Located at https://www.businessinsider.com/california-deepfake-laws-politics-porn-free-speech-privacy-experts-2019-10 [last visited April 10, 2024]. ] 



Finally, the definition deepfake used by this bill may, however, be unconstitutionally overbroad. As noted above, overbreadth in the context of a First Amendment analysis means the definition may chill or punish speech that is otherwise constitutionally protected. According to the ACLU California Action: 
… [T]he First Amendment protects nearly all speech, with only a handful of notable exceptions. One of those exceptions is “defamation.” But there are numerous constitutional requirements that the Supreme Court has imposed before speech can be prohibited – even speech that is false and may harm someone’s reputation and/or may cause emotional distress. (See generally Hustler Magazine, Inc. v. Falwell, 485 U.S. 46 (1988) and New York Times Co. v. Sullivan, 376 U.S. 254 (1964).) The constitutional requirements that are most relevant here are that even false speech against a public figure, such as a politician, cannot be prohibited unless the plaintiff can show by clear and convincing evidence that the speaker acted with actual malice, i.e., that the speaker knew that the speech was false or acted with “reckless disregard” of its falsity. (New York Times v. Sullivan, 376 U.S. at 279-86.) 

Assembly Bill 1856 does not take into account these constitutional safeguards. Under the bill, someone who distributed a deepfake depiction of a politician who had staked their reputation on support for family values having sex with a sex worker even if the person who distributed the deepfake believed it was authentic, would be subject to criminal penalties. Indeed, this constitutional problem is exacerbated by the bill’s depiction of “deepfake” to be “any image, motion picture film, or video recording that is created or altered in a manner that it would falsely appear to a reasonable observer to be an authentic record of the actual speech or conduct of the individual depicted in the recording.” 

In other words, someone who distributed the deep fake but did not create it may very well not know that it is fake. Nor does the bill’s requirement that the speaker know that distribution will “cause serious emotional distress, and that the person depicted suffers that distress” obviate the constitutional requirement for “actual malice.” In Hustler, 485 U.S. 46 (1988), the United States Supreme Court held that the First Amendment protected speech directed at public figures even if it caused severe emotional distress unless “the publication contains a false statement of fact which was made with ‘actual malice,’ i.e., with knowledge that the statement was false or with reckless disregard as to whether or not it was true.” (Id. at 56.) 

The primary issue when considering overbreadth is whether the prohibited conduct includes otherwise lawful speech. In order to avoid overbreadth, the statute must be narrowly drawn and represent a considered legislative judgment that a particular mode of expression has to give way to other compelling needs of society. (Broadrick v. Oklahoma (1973) 413 U.S. 601, 611–612.) This bill may be unconstitutional given the definitions of “distributes” and “deepfake” depending on whether a court agrees it punishes protected speech. 
3) Arguments in Support: According to the California State Sheriffs Association: The advancement of AI technology has exacerbated the prevalence and severity of revenge porn – with the line of what is real and what is generated blurring together, putting unsuspecting victims at risk of their image being exploited. Current revenge porn statutes and remedies have flaws and are insufficient. While these are not easy problems to solve, the Legislature can and should criminalize AI-generated revenge porn. 

4) Arguments in Opposition: According to the California Public Defenders Association: “AB 1856 would create a new criminal offense related to “deepfakes” which are defined as “any audio or visual media in an electronic format, including any motion picture film or video recording that is created or altered in a manner that it would falsely appear to a reasonable observer to be an authentic record of the actual speech or conduct of the individual depicted in the recording.” 

The bill would make it a misdemeanor punishable by one year in county jail to distribute, exhibit, exchange or offer to do any deepfake depicting an individual engaging in sexual conduct. AB 1856 would likely run afoul of the First Amendment. As noted in the Assembly Public Safety Committee analysis of AB 1280 (Grayson) 2019 which also sought to criminalize deepfake recordings of adult sexual activity, while courts have found that laws criminalizing deepfakes involving child pornography serve a compelling governmental interest, prohibitions of depictions of adult sexual activity are not afforded the same protection.

“Though prohibitions on altering photos and video to make it appear that a minor is engaging in sexual conduct have passed constitutional muster in at least some circumstances, it’s not clear that the same result would follow for a prohibition on deepfakes that depict adults engaging in sexual conduct.
“Because AB 1280 “expressly aims to curb a particular category of expression... by singling out the type of expression based on its content and then banning it,” it is considered a content-based regulation of speech, and is thus presumptively unconstitutional. Free Speech Coalition v. Reno (9th Cir. 1999) 198 F.3d 1083, 1090-91, aff'd sub nom. Ashcroft v. Free Speech Coalition (2002) 535 U.S. 234.) 
5) Related Legislation:

a) AB 1831 (Berman) creates a new felony for any person that possesses or controls any matter generated through the use of artificial intelligence (AI), which depicts any person under the 18 engaging in or simulating sexual conduct

b) AB 1872 (Sanchez) Expands the definition of “fear” in the extortion statute to include any threat to post, distribute, or create AI-generated images or videos of another. AB 1872 is pending hearing in this committee today. 

c) AB 1962 (Berman) expands the definition of revenge porn to the distribution of images recorded, captured, or otherwise obtained without the authorization of the person depicted or by exceeding authorized access from the property, accounts, messages, files, or resources of the person depicted. AB 1962 is pending hearing in this committee today.

6) Prior Legislation
0. AB 307 (Lackey), of the 2021-2022 Legislative Session, would have expanded the scope of the misdemeanor offense which prohibits the unlawful distribution of a consensually-taken image of an identifiable person's intimate body parts and makes it a registerable sex offense. Hearing on AB 307 was canceled in this committee at the request of the author.

0. AB 2065 (Lackey), of the 2019-2020 Legislative Session, would have made the distribution of an intimate image of another person a felony offense punishable in state prison and requiring registration as a sex offender, and would have created new and separate misdemeanor crimes prohibiting the distribution and threatened distribution of such images. AB 2065 was not heard in this committee.

0. AB 602 (Berman), Chapter 491, Statutes of 2019, created a private right of action for a “depicted individual” against a person who either creates or intentionally discloses sexually explicit material without the consent of the depicted person.
0. AB 730 (Berman), Chapter 493, Statutes of 2019, prohibited the distribution of materially deceptive audio or visual media with actual malice with the intent to injure a candidate’s reputation or to deceive a voter into voting for or against a candidate, unless the materially deceptive audio or visual media includes a disclosure that it has been manipulated.

0. AB 2643 (Wieckowski), Chapter 859, Statutes of 2014, created a private right of action against a person who intentionally or recklessly distributes a sexually explicit photograph or other image or recording of another person, without the consent of that person.

0. SB 1255 (Cannella), Chapter 863, Statutes of 2014, expands the elements of the misdemeanor offense which prohibits the unlawful distribution of a consensually-taken image of an identifiable person's intimate body parts.  

0. SB 255 (Cannella), Chapter 466, Statutes of 2013, created a new misdemeanor for the distribution of an image of an identifiable person's intimate body parts which had been taken with an understanding that the image would remain private.

0. AB 321 (Hernández), of the 2011-2012 Legislative Session, would have required additional penalties be imposed on a minor adjudicated of "sexting."  AB 321 was held on the Assembly Appropriations Committee's Suspense File.
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